Distinguishing between endogenous and exogenous price volatility in food security assessment: An empirical nonlinear dynamics approach

R. Huffaker a,⁎, M. Canavari b, R. Muñoz-Carpeña c

a Department of Agricultural and Biological Engineering, University of Florida, 281 Frazier Rogers Hall, Gainesville, FL 32611-0570, USA
b Dipartimento di Scienze Agrarie, Alma Mater Studiorum-Università di Bologna, Viale Giuseppe Famin, 50, 40127 Bologna, Italy
c Department of Agricultural and Biological Engineering, University of Florida, 287 Frazier Rogers Hall, Gainesville, FL 32611-0570, USA

Abstract

We propose an empirical scheme—based on nonlinear dynamics—for diagnosing real-world market dynamics from observed price series data. The scheme distinguishes between endogenous and exogenous volatility in observed price series, tests whether endogenous volatility is generated by low-dimensional deterministic market dynamics, simulates these dynamics with a phenomenological market model, and models extreme volatility probabilistically. These diagnostics allow policymakers to make an empirically-informed determination of whether laissez-faire or interventionist policies are most promising in reducing price volatility in particular cases. We apply the diagnostic scheme to provide compelling empirical evidence that observed volatility in organic apple, pear, orange, and lemon prices at the Milano (Italy) Ipercoop is due to endogenous market dynamics.probabilistically. These diagnostics allow policymakers to make an empirically-informed determination of whether laissez-faire or interventionist policies are most promising in reducing price volatility in particular cases. We apply the diagnostic scheme to provide compelling empirical evidence that observed volatility in organic apple, pear, orange, and lemon prices at the Milano (Italy) Ipercoop is due to endogenous market dynamics.

1. Introduction

Key international agencies and think tanks identify food-price volatility as a serious threat to food security (G20 2011; HLPE 2011; Kalkuhl et al. 2013). Policies broadly seek to reduce price volatility itself and/or buffer its negative impacts on consumers and producers through market-based strategies or public interventions (Galtier 2013; Gouel 2012). Market-based strategies are intended to reduce price volatility by improving market allocation of commodities spatially (through trade) and temporally (through storage), and to buffer negative impacts on producers through risk-hedging instruments in futures markets and, to a limited extent, on consumers through emergency aid during food crises. Public interventions are intended to reduce price volatility by controlling available market quantities with tools including price floors/ceilings, quantity restrictions, taxes and subsidies, and public buffer stocks, and to buffer negative impacts with transfer payments designed to protect producer incomes during periods of low prices and consumer’s access to food levels during periods of high prices (Galtier 2013).

The consensus in the literature is that the effectiveness of public interventions depends on the agricultural price dynamics driving volatility. The dominant doctrine attributes volatility to exogenous random shocks that price adjustments dampen over time (Galtier 2013). In this framework, public interventions interfere with the market’s ‘natural correction process’ (Gouel 2012). An alternative explanation is that price volatility persists in recurrent patterns due to the endogenous behavior of inherently unstable food markets responding to changes in supply and demand (Berg and Huffaker 2015; Chavas and Holt 1993; Galtier 2013). Agricultural markets do not provide a ‘natural correction process’ for price volatility.

Galtier (2013) concludes that distinguishing between endogenous and exogenous price volatility in particular agricultural markets “is still an open question, and the only certitude we have is that endogenous sources of instability can theoretically exist and affect all countries, with panics being far more probable...” (p. 74). In this paper, we propose a five-stage empirical diagnostic scheme—based on nonlinear dynamics techniques—to distinguish between endogenous and exogenous market dynamics in observed agricultural price series. Armed with this empirical evidence, policymakers can make an empirically-informed determination of whether laissez-faire or interventionist policies might be more effective in managing price volatility in particular cases.
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2. Past empirical approaches

Gouel (2012) surveys two main approaches that have been used to empirically distinguish between endogenous and exogenous food price volatility. A ‘model-centric’ approach tests for endogenous volatility by directly estimating theoretical market models. Models that fit the data well and/or conform to ‘stylized facts’ based on statistical properties of observed agricultural prices are deemed to provide empirically-validated explanations for endogenous volatility. An alternative ‘data-centric’ approach seeks to establish positive empirical evidence that observed volatility is generated endogenously by a particular type of nonlinear dynamics: low-dimensional chaos (Adrangi and Chatrath 2003; Chatrath et al. 2000).

The major problem with a model-centric approach is that a theoretical model cannot be validated by demonstrating a ‘good fit’ with observed data since other models with very different structures and representations of reality can be parameterized to also provide good fits (Hornberger and Spear 1981; Oreskes et al. 1994; Rykiel 1996). The commodity price literature provides an instructive case study. The empirical validity of the classic competitive storage model was challenged on the basis that it failed to account for the degree of serial correlation in observed commodity prices (Deaton and Laroque 1996). However, subsequent work demonstrated that a competitive storage model could be reformulated to improve empirical performance (Cañiero et al. 2011), and moreover that the measurement of price data used to estimate a given model could impact empirical performance (Guerra et al. 2015).

An additional problem with a model-centric approach is that the conformity of model output with ‘stylized facts’ based on probabilistic properties of observed prices does not resolve the price endogeneity question. The methodological standard set in the empirical nonlinear dynamics literature compares model dynamics with those empirically reconstructed from observed data based on shared topological properties (Kot et al. 1988).

An alternative data-centric approach—seeking positive evidence of endogenous chaotic dynamics in commodity price data—is also unreliable. The approach proceeds as follows: First, a price series is purged of linear dynamics and seasonal variation with a linear-autoregressive (ARCH/GARCH) model. Next, a phase-space attractor is reconstructed from the filtered price series using time-delay embedding (Takens 1980), and tested for topological features of chaos including ‘self-similar geometry’ (by measuring the correlation dimension), and ‘sensitive dependence on initial conditions’ (by measuring the Lyapunov exponent). The major drawback with relying on these measures to positively demonstrate chaotic dynamics in observed data is that they are based on asymptotic properties best met with vast amounts of high quality data provided by laboratory experiments designed specifically for investigating chaos (Schreiber 1999). The measures are unreliable when estimated from short and noisy real-world data (Chatrath et al. 2000; Schreiber 1999).

These topological measures perform reliably when the focus of empirical nonlinear analysis is relaxed from attempting to demonstrate the presence of deterministic chaos in observed data to gauging the degree to which endogenous nonlinear dynamics are present (Schreiber 1999; Schreiber and Schmitz 2000). Our proposed empirical nonlinear diagnostic scheme follows this path.

We apply nonlinear diagnostics to empirically reconstruct and characterize the dynamics of an organic fruit market from volatile organic apple, pear, orange and lemon prices (Euros per kilogram, €/kg) recorded weekly at the Milano Ipercoop over an eight-year interval (from 2003 to 2010, 421 weeks). The Ipercoop is the largest store format of the leading retail grocery chain in Italy (COOP) — a consumer cooperative with about 15% of the market share. Price data were provided by the Centro Servizi Ortofrutticoli (CSO), a cooperative company based in Ferrara (Italy), whose members are companies working in all phases of the fruit and vegetable supply chain. CSO collects weekly retail price data at selected stores in Italy and Europe. Consequently, the prices represent the evolution of a niche organic fruit market serving a limited number of consumers to a common retail market with widespread distribution (Canavari et al. 2002; Canavari and Olson 2007). We find strong empirical evidence that price volatility in the organic fruit market investigated is endogenously generated by nonlinear, low-dimensional and deterministic market dynamics.

How can we hope to reconstruct full market dynamics from observed price series? The answer is that the evolution of each price series encodes the historical interactions of driving market forces including consumer demand, fruit production, input costs, contracting practices, and so on; and nonlinear diagnostics recover this encoded information. The organic fruit price series used in this work illustrate well how market dynamics can be reconstructed from price data, and how reconstructed dynamics can guide subsequent formulation of realistic mechanistic market models using techniques such as dynamic systems modeling. The actual formulation of a mechanistic market model is beyond the scope of this paper.

3. An empirical nonlinear dynamics diagnostics scheme

We diagnose endogenous market dynamics as a source of observed price volatility as follows (Fig. 1): In Stage 1, we apply Singular Spectrum Analysis to separate each price series into endogenous structured volatility (‘signal’) and exogenous unstructured volatility (‘noise’) with signal processing techniques. In Stage 2, we test whether a detected signal is generated endogenously by nonlinear, low-dimensional and deterministic market dynamics with Nonlinear Time Series Analysis (Kantz and Schreiber 1997). In Stage 3, we conduct causal network analysis with Convergent Cross Mapping (Sugihara et al. 2012) to empirically test whether the dynamics of the observed organic fruit prices causally interact in the same market system. If so, in Stage 4, we simulate empirically-detected endogenous price volatility with a dynamic (phenomenological) market model composed of a system of ordinary differential equations (Baker et al. 1996), and use the model to investigate dynamic price interactions driving endogenous market dynamics. Finally, in Stage 5, we model exogenous noise with Extreme Value Statistics (Katz 2010) — a method currently used in the food security literature (Kalkuhl et al. 2013).

3.1. Signal processing

We apply Singular Spectrum Analysis—a ‘data driven’ signal processing method that accommodates highly anharmonic (potentially non-sinusoidal) oscillations in irregular time series data (Elsner and Tsonis 2010) — to separate an observed price series into endogenous structured variation (‘signal’) and exogenous unstructured variation (‘noise’). Signal incorporates trend and oscillatory components. Signal strength is measured as the fraction of variation explained in an observed price series from its mean when the price series is converted to an anomaly from its mean, and the Toeplitz method of SSA is applied (Ghil et al. 2002; Golyandina et al. 2001). Signal strength provides preliminary empirical evidence for the relative contribution of endogenous to exogenous volatility. Positive (negative) noise levels occur at times when an observed price series is greater (less) than the corresponding signal. Singular Spectrum Analysis can be applied to fill in intermittent missing values in observed data by using dynamic structure detected from the full range of reported observations to calculate replacements for missing values. Consequently, it processes more information than conventional moving average approaches limited to observations immediately surrounding the missing values (Golyandina et al. 2001).

3.2. Nonlinear time series analysis

We apply Nonlinear Time Series Analysis (NLTS) (Kantz and Schreiber 1997) to test whether structured volatility separated in signal...
processing is generated endogenously by nonlinear, low-dimensional and deterministic market dynamics. Similar to other time series methods, \textit{NLTS} demands stationary data which is promoted by extracting the trend from each price signal.

The centerpiece of \textit{NLTS} is \textit{Phase Space Reconstruction}—the reconstruction of real-world system dynamics from a single observed time series. In general, points in phase space represent the ‘state’ of a dynamic system given by the level of system variables in given time periods. Each point evolves along a unique trajectory governed by a system of (usually) first-order differential equations. If the dynamic system is ‘dissipative’, system variables co-evolve from given initial conditions toward a geometric structure (‘attractor’) with “noticeable regularity” ([Brown 1996], p. 55). Attractors include stable fixed points, stable limit cycles, and chaotic structures upon which solution trajectories oscillate irregularly ([Glendinning 1994; Strogatz 1994].

We illustrate \textit{Phase Space Reconstruction} using the following linear-cobweb market model with two interacting prices \( p_x(t) \) and \( p_y(t) \):

\[
\begin{align*}
  p_x(t+1) &= 0.9p_x(t) + 0.3p_y(t) + 100 \\
  p_y(t+1) &= -0.3p_x(t) + 0.9p_y(t) + 100
\end{align*}
\] (1)

The prices solving this dynamic system—plotted as time series in Fig. 2a—oscillate toward a steady-state market equilibrium. The market dynamic—pictured in phase space by plotting one price against the
other at each point in Fig. 2b—has the two prices co-evolving along the familiar cobweb trajectory toward market equilibrium. The systematic cobweb cycle is an example of a phase-space attractor. Depending on system parameters, the linear market system can also produce a center-point equilibrium around which prices co-evolve periodically. The market model must be reformulated with nonlinear feedback between the two prices to produce a more complex attractor, for example, one upon which variables cycle aperiodically (Dieci and Westerhoff 2009; Hommes 1991; Jensen and Urban 1984; Zachilas and Gkana 2011).

A ‘shadow’ version of the cobweb market attractor can be reconstructed by plotting one of the prices, e.g., \( p_i(t) \), against its level one period later, \( p_i(t+1) \) (Fig. 2c). Two-dimensional phase space in original price coordinates is reproduced by a single price and one of its forward-delayed copies. This is the Time Delay Embedding approach to Phase Space Reconstruction that reconstructs system dynamics (i.e., the cobweb attractor) from a single time-series variable. Takens (1980) derived sufficient conditions guaranteeing time-delay embedding to be a 1:1 mapping of dynamics from original-system to time-delay coordinates (Takens 1980). This means that the reconstructed shadow market attractor preserves essential dynamic properties of the original attractor.

While the above example demonstrates how system dynamics can be reconstructed from one system variable, it does not demonstrate the full potential of Phase Space Reconstruction since the linear-system cobweb dynamics is already obvious in the time series plots. The utility of Phase Space Reconstruction is to reconstruct nonlinear system dynamics concealed in volatile and random-appearing observed data.

In general empirical application, an observed price signal \( p(t) \) is segmented into a sequence of delay coordinate vectors: \( p(t), p(t-d), p(t-2d), \ldots, p(t-(m-1)d) \), where \( d \) is the ‘time delay’ and \( m \) is the number of delayed coordinate vectors (the ‘embedding dimension’). The sequence of delay coordinate vectors is collected as columns in an ‘embedded data’ matrix, and the reconstructed phase space is a scatterplot of the multidimensional points constituting the rows of this matrix:

\[
P_i(t) = [p_i(t), p_i(t-d), p_i(t-2d), \ldots, p_i(t-(m-1)d), t = 1, \ldots, T]
\]

where \( T \) is the terminal time period. The embedding dimension is conventionally selected with the ‘false nearest neighbors’ test (Williams 1997). This test measures the percentage of close neighboring points on an attractor in a given embedding dimension that grow apart in the next highest dimension (i.e., ‘false neighbors’). The embedding dimension selected for the shadow attractor is that for which the percentage of false neighbors falls below a given tolerance level. The embedding delay is conventionally selected as the first minimum of the ‘mutual information function’—a probabilistic measure of the extent to which a variable is related to its delayed value (Williams 1997). This selection is designed to introduce statistical independence between successive delayed values. Too short a delay does not give system dynamics an adequate opportunity to evolve, while too long a delay causes reconstruction to skip over important dynamic structure.

The next step in empirically diagnosing endogenous market dynamics is to rule out the possibility that an empirical attractor’s noticeable geometric regularity is mimicked by a linear stochastic process (Schreiber and Schmitz 2000; Small and Tse 2002, 2003; Theiler et al. 1992). First, each de-trended price signal is used to randomly generate a set of surrogate price vectors. For example, a set of \( N \) surrogate vectors generated from an observed price series, \( p_i(t) \), is:

\[
P_i(t) = \begin{bmatrix}
P_i(0) \\ P_i(1) \\ \vdots \\ P_i(T)
\end{bmatrix} \rightarrow \begin{bmatrix}
P^s_i(0) \\ P^s_i(1) \\ \vdots \\ P^s_i(T)
\end{bmatrix} = \begin{bmatrix}
P^s_i(0) \\ P^s_i(1) \\ \vdots \\ P^s_i(T)
\end{bmatrix} \begin{bmatrix}
P_i(0) \\ P_i(1) \\ \vdots \\ P_i(T)
\end{bmatrix}
\]

where \( P^s_i(t), P^s_i(T), \ldots, P^s_i(T) \) are surrogate price vectors, and \( T \) is the length of an observed price series. The surrogates are formulated to destroy intertemporal patterns in the signal while preserving various statistical properties.

Amplitude Adjusted Fourier Transform (AAFT) surrogates are “static monotonic nonlinear transformations of linear filtered noise” designed to preserve a signal’s probability distribution and power spectrum ([Small and Tse 2003], p. 664). Shortcomings of the AAFT algorithm—the most widely used—led to recommendations that a more general algorithm be developed to test the null hypothesis that real-world dynamics are characterized by a noisy limit cycle (Theiler et al. 1992). In response, Pseudo Phase Space (PPS) surrogates were designed to replace a signal’s dynamic structure with linearly-filtered noise whose dynamics are characterized by a randomly-shifting limit-cycle attractor (Small and Tse 2002). Consequently, PPS surrogates are used to test the null hypothesis that nonrepeating cycling detected in an empirically-reconstructed attractor is most likely due to a randomly-shifting limit cycle characteristic of stochastic linear dynamics (Nicholson and Stephensen 2015). We follow (Kugiumtzis 1999) in first testing the null hypothesis of linear stochastic dynamics with the AAFT algorithm, and then re-testing with the more general PPS algorithm.

Next, phase space is reconstructed for each surrogate vector, and selected discriminating statistics measuring various attractor characteristics are estimated. Conventional discriminating measures for detecting ‘hallmarks’ of deterministic structure in an attractor include the ‘correlation dimension’ (measuring the extent to which points on a reconstructed attractor are spatially organized), and the ‘Lyapunov exponent’ (measuring sensitivity to initial conditions and resultant spreading of state-space trajectories over time) (Kantz and Schreiber 1997; Schreiber 1999). Although these two discriminating statistics must be used with great care in empirical work because of difficulties in computing reliable estimates from finite noisy records, they can be reliably used to distinguish between deterministic and random structure in surrogate data tests (Schreiber 1999).

Another conventional discriminating measure is an attractor’s short-term predictive skill (Small and Tse 2002; Theiler et al. 1992). Points on an attractor are divided into forecasting and validation bases. Initially, the nearest neighboring points to the final point in the forecast base are identified, advanced one time period, and averaged to forecast the first point in the validation base. At each step, the forecasting base is augmented by a point in the validation base until all points (excepting the final point) are validated (Kantz and Schreiber 1997; Kaplan and Glass 1995; Sprott 2003). Nash-Sutcliffe Model Efficiency (NSE) is a conventional discriminating measure of the goodness-of-fit between sample predictions and the validation base (Ritter and Muñoz-Carpena 2013):

\[
\text{NSE} = 1 - \frac{\sum_{t=1}^{N}(p_t - p^i_t)^2}{\sum_{t=1}^{N}(p_t - \bar{p})^2}
\]

where \( N \) denotes periods in the validation base, \( p_t \) and \( p^i_t \) are the price signal and its forecasted value, respectively, and \( \bar{p} \) is the price signal averaged over the validation base. A value \( \text{NSE} = 1 \) represents a perfect fit, and \( \text{NSE} > 0.65 \) is often proposed as a model quality threshold (Ritter and Muñoz-Carpena 2013).

We follow conventional practice in testing the null hypothesis of linear-stochastic dynamics with nonparametric rank-order statistics (Schreiber and Schmitz 2000; Theiler et al. 1992). There are \( S = (2k/\alpha) - 1 \) surrogate data vectors generated for a two-tailed test, where \( \alpha \) sets the probability of false rejection, \( (1 - \alpha) \times 100 \) is the level of significance, and \( k \) determines the number of generated surrogates with larger \( k \) values providing more sensitive tests. Linear stochastic dynamics are rejected if a discriminating statistic taken from the empirical-reconstructed attractor is among the \( k \) smallest or \( k \) largest values in the ensemble of statistics taken from the surrogate attractors. There are \( S = (k/\alpha) - 1 \) surrogates generated for a single tailed test, and linear stochastic dynamics are rejected if a discriminating statistic taken from the
empirical-reconstructed attractor is among the k smallest (for a lower-tailed test) or k largest (for an upper-tailed test). We conduct a two-tailed test for correlation dimension and Lyapunov exponent, and a single-tailed test for predictive skill to reject the null hypothesis only if the empirically-reconstructed attractor predicts with more skill that its surrogate counterparts.

3.3. Causal network analysis

Sugihara et al. (2012) recently developed Convergent Cross Mapping (CCM) to detect causal networks in low-dimensional, nonlinear and deterministic dynamic systems. If prices X and Y interact in the same market, then an attractor reconstructed with either delayed X-coordinates (A_X) or delayed Y-coordinates (A_Y) both map 1–1 to the original market attractor (A), and consequently map 1–1 to each other.

To test whether a 1–1 mapping exists between A_X and A_Y, a reference time period is selected, and the corresponding points on the two attractors are identified. Next, the time indices associated with the nearest neighbors to the reference point on A_X (for example) are identified. These time indices also yield nearest neighbors to the reference point on A_Y only if there is a 1–1 mapping with A_Y. Such ‘cross mapping’ can be used to predict states of X from the historic record for Y, and vice-versa. Skillful cross predictions indicate that X and Y are causally related. A measure of the strength of causal interaction is the cross-mapped predictions of X using A_Y converge toward the observed value as the portion of the historic record for Y used to reconstruct A_X increases in length. The goodness-of-fit between the two can be measured with the Pearson Correlation Coefficient. Stronger causal interaction is indicated as both statistics converge closer to one (Sugihara et al. 2012).

3.4. Phenomenological market modeling

Convergent Cross Mapping tests whether prices interact in the same dynamic market system, but does not characterize the nature of interactions, for example, whether an increase in one price decreases the growth rate of others. We formulate a phenomenological (data-driven) model to investigate dynamic price interactions driving detected real-world endogenous market volatility (Baker et al. 1996; Wei-Dong et al. 2003). The model is composed of a system of ordinary differential equations (ODEs), each ODE linking the growth rate of a price signal to a polynomial function in all of the signals:

\[
\begin{align*}
\dot{P}_1 &= P_1(P_1(t), P_2(t), \ldots, P_n(t)) \\
\dot{P}_2 &= P_2(P_1(t), P_2(t), \ldots, P_n(t)) \\
&\vdots \\
\dot{P}_n &= P_n(P_1(t), P_2(t), \ldots, P_n(t))
\end{align*}
\]

Growth rates are approximated by taking 4th order centered finite differences of each signal. The order of polynomials is selected so that the market model faithfully reproduces the empirical attractor, and simulated price signals reproduce the spectral properties of the observed signals. Since the model is linear in parameters, it can be fit with Ordinary Least Squares (OLS) or Partial Least Squares Regression techniques if needed to correct for possible collinearity among polynomial regressors (Mevik and Wehrens 2007).

Following the ecosystems literature (Hastings 1978), we classify pairwise interactions between two price signals by the marginal impact that an incremental increase in price i has on the growth rate of price j and vice versa; that is, by the signs of time-varying cross partial derivatives taken from phenomenological model (5): \( \frac{\partial \dot{P}_i}{\partial P_j} (t) \) and \( \frac{\partial \dot{P}_j}{\partial P_i} (t) \). Positive cross derivatives signify that \( P_i(t) \) and \( P_j(t) \) engage in a ‘mutually beneficial’ interaction that generates marginal increases in both. Negative cross derivatives indicate a ‘competitive’ or mutually-detrimental interaction resulting in marginal reductions in both price signals. Finally, cross derivatives of opposite sign indicate a ‘predator-prey’ interaction in which, for example, the \( j \)th price signal (enjoying positive marginal growth) ‘preys’ on the \( ith \) price signal (suffering negative marginal growth).

3.5. Extreme Value Statistics

We apply Extreme Value Statistics (Katz 2010) to model exogenous volatility contained in unstructured noise separated from each observed price series. Extreme Value Statistics calculate the likelihood of extreme price volatility exceeding a selected threshold value within some time interval. A conventional way to select a threshold value is the noise level at which the mean-residual-life plot becomes linear with increasing thresholds (Gilleland 2015). Exceedances follow a Generalized Pareto (GP) distribution whose quantiles produce a ‘return level plot’ that estimates the ‘return’ time expected before extreme volatility of a particular magnitude (‘return level’) is realized.

3.6. Computational packages

The following R packages are available to run the above procedures. Singular Spectrum Analysis: Rssa (Golyandina and Korobeynikov 2014); Phase Space Reconstruction and Surrogate Data Analysis: ‘tsseriesChaos’ (Di Narzo and Di Narzo 2013), ‘nonlinearTSeries’ (Garcia 2015), and ‘fractal’ (Constantine and Percival 2014); Convergent Cross Mapping: ‘multiplespatialCCM’ (Clark 2014); Network diagrams: ‘igraph’ (Csardi and Nepusz 2006); Ordinary Least Squares Regression used in Phenomenological Modeling: ‘stats’; ODE solver used in Phenomenological Modeling: ‘deSolve’ (Soetaert et al. 2015); and Extreme Value Statistics: ‘extRemes’ (Gilleland and Katz 2011).

4. Results

Our results provide compelling empirical evidence of endogenous price volatility generated by a nonlinear, low-dimensional and deterministic market dynamic in the observed Italian organic fruit market.

In Stage 1, we converted each price series to an anomaly from its mean, and initially applied Singular Spectrum Analysis to fill in intermittent missing values in the recorded apple, pear, orange and lemon prices. Next, price anomalies were decomposed into signal (containing trend and dominant annual and semiannual cycles) and unstructured noise. Price signals account for the majority of variation in each price series from its mean (Table 1). The plots of observed price anomalies (green lines), price signals (black lines), isolated trends (blue lines), and unstructured noise (red lines) for each commodity are displayed in Fig. 3. Annual oscillations for apple-price (3a) and pear-price (3b) signals increase from about October until June, and then decline for two to three months. The annual oscillation for the orange-price signal (3c) increases from about January to October, and then declines for two to three months. The annual oscillation for the lemon-price signal (3d) increases from about April to September and declines from October to March.

In Stage 2, we successfully reconstructed empirical market attractors with ‘noticeable regularity’ from the (detrended) price signals (Fig. 4a–d). The attractors exhibit non-repeating aperiodic oscillations characterized by the dominant annual and weaker semi-annual cycle lengths.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Trend</th>
<th>53 w</th>
<th>26.5 w</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple prices</td>
<td>55%</td>
<td>29%</td>
<td>17%</td>
</tr>
<tr>
<td>Pear prices</td>
<td>72%</td>
<td>15%</td>
<td>53%</td>
</tr>
<tr>
<td>Orange prices</td>
<td>61%</td>
<td>12%</td>
<td>49%</td>
</tr>
<tr>
<td>Lemon prices</td>
<td>61%</td>
<td>47%</td>
<td>14%</td>
</tr>
</tbody>
</table>

* Observed time series converted to anomalies from the mean (w = week).
uncovered in signal processing. Surrogate data tests soundly rejected the null hypothesis that the attractors’ ‘noticeable regularity’ is due to a mimicking linear stochastic market dynamic consistent with exogenous price volatility. We set the significance level at 95% resulting in 99 surrogates generated for each of the two-tailed tests on correlation dimension and Lyapunov exponent, and 49 surrogates for the single-tailed test on predictive skill. When using AAFT surrogates, the null hypothesis was rejected for the attractors reconstructed from pear and orange prices for all three discriminating measures, and accepted for the attractors reconstructed from apple and lemon prices only for one of the measures (Table 2). These results hold for the PPS surrogates (Table 3).

In Stage 3, Convergent Cross Mapping results provide strong empirical evidence that signals for apple prices, pear prices, orange prices, and lemon prices are causally interrelated (Fig. 5). The attractors reconstructed from each price signal skillfully cross-predict the other signals (Fig. 5e). These causal interactions are summarized in a network diagram where arrows index the apple signal, pear signal, orange signal, and lemon signal; and estimated OLS coefficients are found in Table 4. Cumulative Distribution Functions (CDFs) and 95% confidence intervals for NSE were generated by block-bootstrapping of the observed and predicted values for each equation (Ritter and Muñoz-Carpena 2013). These were used to strongly reject the null hypothesis that NSE falls below the 0.65 minimum model quality threshold with probability values $p = 0$ (Table 4) (Ritter and Muñoz-Carpena 2013). Another indication of good fit is that the phenomenological model successfully simulated empirically-detected endogenous price dynamics. The simulated attractor reconstructed from model solutions for the apple-price signal (Fig. 4e) bears striking resemblance to the empirical attractor reconstructed from observed apple-price anomalies (Fig. 4a), and exhibits similar discriminating statistics. Both have an embedding delay of 9 weeks. The simulated attractor has a correlation dimension of 2.04, a Lyapunov exponent of 0.08, and predictive skill given by $\text{NSE} = 0.97$, respectively.

We applied the phenomenological market model to find that empirically-detected endogenous price dynamics are driven by remarkably systematic pairwise interactions among the signals for apple prices, pear prices, orange prices, and lemon prices. Consider, for example, pairwise interactions between the apple-price and pear-price signals (Fig. 6a). The plots of both cross derivatives alternate between positive and negative through time. Both are positive from January through February each year indicating that an incremental increase in one price has a positive impact on the growth rate of the other—a mutually beneficial or ‘symbiotic’ relationship. During the remaining months of each year, pear prices have a positive impact on the growth of apple prices.
while apple prices have negative impact on the growth of pear prices—apple prices ‘prey’ on pear prices. In other pairwise interactions, orange prices ‘prey’ on apple prices from approximately October to April each year, and the relationship turns ‘symbiotic’ over the remaining months (Fig. 6c). Orange prices ‘prey’ on pear prices all year (Fig. 6d). Pear prices ‘prey’ on lemon prices from approximately November through February and May through August, and the relationship turns competitive from March through April and September through October (Fig. 6e). Finally, orange and lemon prices are symbiotic in December and January and competitive the rest of the year (Fig. 6f). The above pairwise dynamic price interactions are summarized in Table 5.

In Stage 5, we applied Extreme Value Statistics to probabilistically model the exogenous volatility (noise) separated from each price series, and compute return-level plots that estimate expected ‘return’ times before extreme positive and negative exogenous volatility levels exceed selected thresholds (Fig. 7). The thresholds selected for each price signal, the total number of exceedances over the length of the price series, and the weekly exceedance rate are reported in Table 6. For example, noise separated from observed apple-price anomalies exhibits extreme positive discrepancies (in which observed price anomalies are greater than the signal) exceeding a threshold of 0.05 €/kg a total of 115

Table 2
<table>
<thead>
<tr>
<th>Apple prices</th>
<th>Signal</th>
<th>Surrogate (low)</th>
<th>Surrogate (high)</th>
<th>H₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation dimension</td>
<td>2.45</td>
<td>2.46</td>
<td>3.52</td>
<td>Reject</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.05</td>
<td>0.07</td>
<td>0.39</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.97</td>
<td>0.92</td>
<td>0.97</td>
<td>Accept</td>
</tr>
<tr>
<td>Pear prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>1.46</td>
<td>1.53</td>
<td>1.98</td>
<td>Reject</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.09</td>
<td>0.13</td>
<td>0.55</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.99</td>
<td>0.92</td>
<td>0.98</td>
<td>Reject</td>
</tr>
<tr>
<td>Orange prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>1.26</td>
<td>1.39</td>
<td>1.68</td>
<td>Reject</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.12</td>
<td>0.11</td>
<td>0.58</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>1.00</td>
<td>0.95</td>
<td>0.99</td>
<td>Reject</td>
</tr>
<tr>
<td>Lemon prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>2.79</td>
<td>1.8</td>
<td>2.92</td>
<td>Accept</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.04</td>
<td>0.07</td>
<td>0.39</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.99</td>
<td>0.93</td>
<td>0.98</td>
<td>Reject</td>
</tr>
</tbody>
</table>

Table 3
<table>
<thead>
<tr>
<th>Apple prices</th>
<th>Signal</th>
<th>Surrogate (low)</th>
<th>Surrogate (high)</th>
<th>H₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation dimension</td>
<td>2.45</td>
<td>2.29</td>
<td>3.32</td>
<td>Accept</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.05</td>
<td>0.86</td>
<td>1.65</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.97</td>
<td>−0.15</td>
<td>0.32</td>
<td>Reject</td>
</tr>
<tr>
<td>Pear prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>1.46</td>
<td>2.01</td>
<td>3.93</td>
<td>Reject</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.09</td>
<td>0.7</td>
<td>1.48</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.99</td>
<td>0.16</td>
<td>0.68</td>
<td>Reject</td>
</tr>
<tr>
<td>Orange prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>1.26</td>
<td>2.31</td>
<td>4.03</td>
<td>Reject</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.12</td>
<td>0.76</td>
<td>1.5</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>1</td>
<td>0.27</td>
<td>0.68</td>
<td>Reject</td>
</tr>
<tr>
<td>Lemon prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation dimension</td>
<td>2.79</td>
<td>2.40</td>
<td>3.37</td>
<td>Accept</td>
</tr>
<tr>
<td>Lyapunov exponent</td>
<td>0.04</td>
<td>0.82</td>
<td>1.57</td>
<td>Reject</td>
</tr>
<tr>
<td>Predictive skill</td>
<td>0.99</td>
<td>−0.09</td>
<td>0.38</td>
<td>Reject</td>
</tr>
</tbody>
</table>

* AAF surrogates are used to test the null hypothesis that nonrepeating cycling characterizing the empirically-reconstructed attractors is generated by linear stochastic dynamics. The significance level is set at 95% resulting in 99 surrogates for correlation dimension and Lyapunov exponent (two-sided tests), and 49 surrogates for predictive skill (one-sided test).

* PPS surrogates are used to test the null hypothesis that nonrepeating cycling detected in the empirically-reconstructed attractors is most likely due to a randomly-shifting limit cycle characteristic of stochastic linear dynamics. The significance level is set at 95% resulting in 99 surrogates for correlation dimension and Lyapunov exponent (two-sided tests), and 49 surrogates for predictive skill (one-sided test).
times over the 421-week sample—about 27% of the time. Extreme negative discrepancies (in which observed price anomalies are less than the signal) exceed a threshold of 0.08 €/kg in absolute value a total of 126 times—about 30% of the time. The return-level plot for positive exceedances (Fig. 7, upper left corner) shows that noise separated from apple-price anomalies is expected to exceed larger discrepancies about 30% of the time. Extreme negative discrepancies (Fig. 7, lower left corner) exceed the (absolute value) threshold of 0.12 €/kg about 5 weeks, 0.17 €/kg every 26 weeks, and 0.22 €/kg every 53 weeks (Table 7).

5. Discussion

Empirical diagnostics provide striking evidence that observed volatility in organic apple, pear and orange prices in this Italian market is due to inherent market instability governed by low-dimensional nonlinear dynamics. Long-term market dynamics evolve along a three-dimensional attractor empirically constructed from detected price signals. Surrogate data tests soundly reject the null hypothesis that the noticeable geometric regularity in these attractors is the pigment of a mimicking linear stochastic process. The empirically-diagnosed market dynamics are successfully reproduced in a parsimonious four-dimensional deterministic system of ODEs composed of second-order polynomials. A market attractor reconstructed from simulated apple prices exhibits the same behavior as its empirically-reconstructed counterpart. The model provided a framework for characterizing systematic price interactions driving endogenous volatility. This showcases the potential for parsimonious deterministic models to capture and characterize the behavior of complex market systems. Saltelli and Funtowitz (2014) propose that parsimony be included in post-modeling auditing of theoretical models used in public policy because “simple or parsimonious model representations are better than more ‘sophisticated’ or complex models, when they are being used for policy impact assessments” (p. 84).

The diagnosed information can inform further effort to formulate a mechanistic fruit market model in the study area with techniques such as dynamic systems modeling. First, signal processing identifies the oscillatory periods in observed price series that should be matched by their simulated counterparts. Second, phase space reconstruction provides a geometric picture of long-term market dynamics that the solution to a mechanistic model should simulate to correspond to reality. Simulated market dynamics that undergo a cobweb adjustment to equilibrium, or that oscillate periodically, do not correspond to the aperiodic
cycling characterizing the empirical attractor. Third, the three-dimen-
sional embedding space of the empirical market attractors reconstruc-
ted from observed data indicates that a minimum of at least three
interacting prices is required to re-produce diagnosed market dynamics. Fourth, the phenomenological market model fit to price signals
demonstrates that complex diagnosed dynamics can be reproduced by
a nonlinear system of ODEs composed of second-order polynomial
price interactions. A mechanistic market model for the study area
need not include interactions more complex than this to successfully
simulate diagnosed dynamics. Once a mechanistic market model has
been specified, the approach outlined by Baker et al. (1996) to estimate
coefficients in known dynamical systems can be applied.

Empirical evidence of nonlinear dynamic structure opens the door to
ture interdisciplinary mechanistic modeling. Most would agree that
real-world food markets are integrated agricultural systems of climatic,
environmental, economic, geopolitical and sociological processes
whose interactions determine food production and consumption over
time and space, and that many of these processes are not considered
to be intrinsically random in their respective disciplines. Yet, the risk
literature in agricultural economics relegates these processes to realm of
'random exogenous events including weather, diseases, insect
infestations, technological innovations, government policies, and so on'
(Feder 1979). In contrast, endogenous nonlinear explanations of ob-
erved complexity require that theory from economics and other disci-
plines be integrated—not relegated to random chance.

The diagnosis that the Italian organic fruit market studied is inher-
ently unstable has important implications for food policy. First, this is
evidence that this particular market cannot be relied upon as a ‘natural
corrective process’ to stabilize observed price volatility. There may be
scope for public intervention policies directed, for example, at increas-
ing the flexibility of agricultural producers in responding to changing
market conditions (Berg and Huffaker 2015). A source of inflexible re-
sponse in EU organic fruit production is high sunk costs due to ‘investment
irreversibility’ (Tzouramani et al. 2009). Sunk costs could be
reduced by policies encouraging producers to replace highly-specialized
with multi-purpose production facilities. Another source of inflexibility
is that producers relying on bank financing for a major investment often
require a period of financial consolidation before qualifying for a new
loan. This ‘investment’ cycle could be smoothed by encouraging alterna-
tive financing options to bank loans such as equity capital provided by
external investors (Berg and Huffaker 2015).

On a final note, one should be aware of important caveats to applying
NLTS to the short and noisy data sets typically confronting food se-
curity volatility assessment. NLTS may fail to diagnose nonlinear
dynamic structure in observed market data for several reasons
(Williams 1997). First, real-world market dynamics in the study area
may not evolve along a low-dimensional nonlinear attractor. Second,
observer data may not lie on an existing real-world attractor. Finally,
limited data may fail to adequately characterize an existing attractor.
Faced with the short and noisy time-series data “one gives up the ambi-
tion of reconstructing the very fine structure of the real-world attractor
including complex folding and fractal patterns ...” (Vautard 1999). One
is limited to reconstructing a “sampling” or “skeleton” of a real-world attractor (Ghil et al. 2002), and cannot hope to recover “full dynamics … from a recording of a single variable” (Schreiber 1999). When nonlinear dynamic techniques fail, linear-stochastic approaches remain a viable alternative. However, we propose that NLTS diagnostics be applied before presuming linear-stochastic structures potentially falling short of real-world complexity.

6. Summary and concluding comments

Controversy over how to distinguish between endogenous and exogenous price volatility compromises the ability of governments and international agencies to assess the threat that volatility poses to food security, and to select suitable countermeasures. The root of the controversy is whether food-market dynamics normally stabilize exogenous

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_apple–P_pear</td>
<td>Symbiotic</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Predator–prey</td>
<td>Competitive</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>P_apple–P_orange</td>
<td>Symbiotic</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Predator–prey</td>
<td>Competitive</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>P_pear–P_orange</td>
<td>Symbiotic</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Predator–prey</td>
<td>Competitive</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>P_orange–P_lemon</td>
<td>Symbiotic</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Predator–prey</td>
<td>Competitive</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Fig. 7. Probabilistic modeling of exogenous volatility captured in the noise separated from each observed price anomaly. Extreme Value Statistics calculate the likelihood of extreme positive and negative noise levels exceeding selected thresholds, and produce ‘return-level’ plots (log scale) estimating the times expected (‘return times’) before positive and negative exceedances of increasing magnitudes (‘return levels’) are realized. Red bands are 95% bootstrapped pointwise confidence intervals. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
random shocks or endogenously destabilize prices. Since, neither viewpoint is a theoretical imperative, assessing market dynamics becomes an empirical issue.

We proposed an empirical framework—based on nonlinear dynamics—to test for endogenous market dynamics in organic apple, pear, orange, and lemon prices at the Milano (Italy) Ipercoop. Results indicate that long-term market dynamics are deterministic, nonlinear and low dimensional. Observed price volatility is endogenous to inherently unstable market behavior, and food policy looking to ease volatility cannot rely on the market to stabilize prices in the face of exogenous shocks.

Diagnosed real-world dynamic market structure was successfully simulated with a parsimonious phenomenological model formulated as a deterministic system of ordinary differential equations with second-order polynomial price interactions. We indicated how diagnosed dynamics and phenomenological modeling would inform future mechanistic modeling attempting to provide theoretical explanations for endogenous price volatility.

Our proposed diagnostic scheme cannot be expected to diagnose low-dimensional nonlinear dynamic market structure in all applications—the real-world market dynamics under investigation may not evolve along a low-dimensional attractor, or the data may be too limited to provide an adequate sampling of an existing attractor. However, we conclude that nonlinear diagnostics represent a valuable opportunity to glean highly useful information for food security assessment in a mathematically- and statistically-rigorous manner.
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